Abstract
Purpose of this paper is to resolve the problem of traditional search engines which hardly provide the essential content relevant to the user query. Current techniques for processing of query are mostly based on keywords. Thus, they have limited capabilities to understand the concepts and meaning involved in the user query. The solution for this is a semantic information search. A semantic search overcomes the drawbacks of mismatch associated with traditional keyword-based search. We create a semantic information retrieval system by combining Natural Language Processing and Graph Analysis. The idea of higher-level conceptual understanding of queries is developed to overcome the limitation of the traditional model. We present the method for semantic information retrieval by creating a semantic graph of the query. We then add synonyms and hyponyms of the query terms present in the semantic graph to retrieve the accurate documents. The level of accuracy will be enhanced since the query is analyzed semantically.
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Introduction
Current query processing techniques are depends on keywords. Thus, it has very few ways to grasp the concepts present in the user query. The higher-level conceptual understanding of queries is the main idea of this paper. As traditional information retrieval system is mainly based on keywords thus it is simple and easy. However, traditional system is based on the simple syntax matching with lack of understanding, leading to unsatisfactory search quality and results. Even though the query processing system has various enhancements, but have various limitations in terms of searching as it searches based on literal things. To overcome the limitations of the traditional model i.e. keyword-based model, we introduce a semantic search [1, 2] for information retrieval.
A semantic search overcomes the limitation of conceptualization associated with keyword-based search. The traditional information retrieval system based only on the occurrence of words in a document and ignores all other words associated with the keyword. For example, synonyms, hyponyms, etc. For semantic search, we used the graph-based method. The graph-based method used concept hierarchy and also supports the logical inference of the query. Semantic information retrieval has become an important part of IR field. The natural language processing (NLP) [3] method gives us the ability to represent keywords in terms of different part of speech. Using this we can find the relationship between various terms in the user query. By creating the semantic graph we can find the level of the graph and give weights to them for categorizing important terms. Addition of synonym and hyponyms finds more accurate documents. In the keyword based system, synonym and hyponyms are not taken into consideration thus some related document is not retrieved. The proposed method gives us the ability to semantically retrieve the relevant document.

Literature Review
Semantic IR has become the most important part of any search engines. Many papers describe the methods for this having various limitations. Our view of the semantic retrieval problem is very close to an ontology-based approach. In this approach [4] the user query is expressed in SPARQL which is an ontology-based query language. For indexing and processing of query, the external resources are used. An ontology-based information retrieval approach used inverted index which contains semantic entities associated with the documents. Heterogeneity, usability and scalability are some limitations of this approach on the web. Another method is Vector space model [5] which considers numerical feature vectors in a Euclidean space. The limitations of this model are the meaning of a text and structure cannot express, if two documents have similar meaning, but they are of different words then this model cannot represent word appearance sequence and relations, then similarity cannot compute easily. Next system is hybrid semantic search engine [6]. Hybrid semantic search engine is a combination of semantic search and traditional text search. Another semantic search method for the semantic web [6] is presented by author Ning et al. which describes a ranking algorithm and search algorithm. Representation of data is focused on a weighted directed graph. RDF tuple is developed based on the weighted directed graph. The ranked objects can be browse by random surfer. For the purpose of querying objects in XML documents, many search engines are adopted. The categorization XML search by the author Luk et al. is as follows, 1.full-text search, 2.to filter
information to discard, an XML assisted search and use of XML to translate queries among database [7]. A traditional search engine fails to provide the most relevant content for a query. To get the most relevant and useful content or documents for a user query, the query needs to be processed semantically along with keywords. The keywords in a user query could also have synonyms or a specific meaning semantically, and would be very useful to get the most accurate search results for a query within less time. Thus we have proposed semantic search system based on graph analysis.

**Design Methodology**

The proposed approach is explained in the block diagram below:

**Step2:** Create a semantic graph from user query.  
**Step3:** Find synonyms and hyponyms of semantic entities if any, present within the semantic graph.  
**Step4:** Create an index using semantic entities and their respective synonyms & hyponyms and assign level wise weights.  
**Step5:** Search the documents in the datasets using semantic graph created in step 2 and rank the documents accordingly. Display the matched documents to the user according to rank.  
**Step6:** Comparative analysis of accuracy. Compare proposed approach with the keyword-based search.

**Module Description:**  
**Generation of the semantic graph from query**  
Using graph creation method we represent user query in terms of the semantic graph [10, 11, 12]. This is a preprocessing module of the proposed system. This module has three steps, Input query: The system accepts user-entered query as an input using natural language interface. The user-entered query is then sent for further preprocessing.  
**Tokenization:**  
In the process of tokenization, the user query gets divided into a number of different tokens i.e. each and every word of query gets separated. The process of tokenization is important to achieve tagging.  
**POS tagger:**  
The part of speech tagger (POS tagger) tags each and every token obtained from the process of tokenization. POS tagging is done with different part of speech like a noun, adjective, pronoun, etc. The system can remove stop words and create the semantic graph by using POS tagger. To create a semantic graph, we then extract the entity and attributes from the query where a noun is considered as an entity and adjective as an attribute. By considering domain at the top level, entities at the second level and attribute at the last level, a semantic graph of user entered queries is designed.  
**Adding Synonyms and Hyponyms**  
Various constituents of the input query like a noun phrase, adjectival phrase, etc. are obtained from the output of preprocessing module. This output which is in the form of semantic entities is then checked for the synonyms and hyponyms of each term. In all traditional IR systems, the terms that are actually present in the query are only considered for searching purposes. But many terms may have synonyms which have the same meaning of that term or they may have hyponyms which express that term effectively and so on. The traditional IR system does not use such terms, resulting in less accurate results of query search. Thus, to overcome this drawback, in the proposed system we added the synonyms and hyponyms of the terms present in the semantic graph, which leads to retrieving accurate documents for the user query. The synonyms and hyponyms are fetched from the specially created data files for
synonyms and hyponyms. Thus, in a proposed system along with the keyword in a query, their synonyms and hyponyms are also used.

**Searching**
In this module, the system assigns weight to all levels of the semantic graph for quick and fast search. The weight assignment is done according to levels of semantic graph. The highest weight is assigned to a top level of graph and lowest weight assigns to the bottom level of the graph. The system can find the most important and less important term within the query by adding the level wise weights to the semantic graph which will result in retrieval of more accurate and related documents.

Weights assignment: To find the importance of the particular term in the query, the system assigns weights to each and every term in the semantic graph. We assign weight to terms in a semantic graph with the help of a predefined set of values. Table 1 shows the level wise assignment of weights:

<table>
<thead>
<tr>
<th>Level</th>
<th>Term</th>
<th>Synonym</th>
<th>Hyponym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Middle</td>
<td>0.75</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td>Bottom</td>
<td>0.5</td>
<td>0.5</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**Table 1. Weight Assignment**
The weighted terms along with synonyms and hyponyms, if any are then arranged in the index. To find the score of each document, we used a TF-IDF algorithm. The semantic TF-IDF score is the product of assigned weights of each term and their respective TF-IDF score. By using this score we can able to show the difference between the normal TF-IDF score and semantic TF-IDF score.

**Ranking**
Using all modules described above, the proposed system retrieved all relevant documents of user entered query. The ranking is the process of arranging these retrieved documents into the sequence. We ranked relevant documents according to their score, where the highest scored document is present at first position then second highest and so on. We ranked documents differently using following methods:

*Manual ranking:*
For creating a benchmark for the proposed system we performed manual ranking. To rank documents accordingly, we created set of queries and considered one dataset. By understanding and reading dataset thoroughly, we performed manual ranking for a set of queries. This benchmark is used to find the accuracy of different IR systems.

**Ranking using normal TF-IDF score:**
The system in the previous module, calculates the normal TF-IDF [13] score of all documents presents within dataset according to the user entered a query. We ranked them according to calculated score. We used this ranking to calculate the accuracy of normal TF-IDF system by comparing it with manual ranking.

**Ranking using semantic TF-IDF score:**
By using semantic TF-IDF score calculated in the previous module, we ranked documents within the dataset. This semantic ranking is also compared with manual ranking for calculation of accuracy of semantic TF-IDF scoring.

**Results and Discussion**
To test the proposed work, a set of NL queries for the mobile domain are prepared. Consider the example below to understand the proposed system.

**Example:** User entered query:- “Good Camera and Best Music Phone”
The entered query is sent to the preprocessing module where system creates the semantic graph.

**Constraints of the graph:**

- **Domain:** Phone
- **Entity:** Camera, Music
- **Attribute:** Good, Best

To form a graph, system mapped constraints of the graph together by considering noun as an entity and adjective as an attribute. The relationship between entity and attribute is,

- Camera –> Good
- Music –> Best

The graphical representation of user entered query i.e. a semantic graph is shown in Figure 2. This semantic graph shows the meaning of user entered query.

![Figure 2. Representation of Semantic Graph](image)

By using keywords present in the semantic graph, the synonyms and hyponyms of respective terms if any, are fetched to get more relevant and accurate document. The index is formed by adding both keywords and their respective synonyms and hyponyms if any. As shown in table 1, the weights will assign to each keyword and their respective synonym and hyponym in the graph based on the levels of the graph. For a given query, the weighted index is, Phone (1), Mobile (1), Handset (1), Camera (0.75), Music (0.75), Opera (0.5), Good (0.5), Best (0.5).

The index term phone is present at top of the graph and has two synonyms, mobile and handset. Thus, the system assigns the highest weight to term phone i.e. (1), and because it having the synonyms, the same weights are assigns to them. The term camera is present at the middle level, i.e. it is an entity. Thus we assign a weight (0.75) to the term camera. Index term music is present at the middle level, thus weight...
is (0.75) and also have hyponym opera thus according to table 1, the system assigns the weight to this hyponym as (0.5). Good and best is present at a bottom level of semantic graph thus, the system assigns the lowest weight to them as (0.5) as they are attributes of the graph.

Using this index, the system searches for the documents related to query in the dataset using TF-IDF algorithm. As it contains the synonyms and hyponyms along with the key terms, the result obtained is more accurate than normal TF-IDF algorithm. The next step of the system is to rank the retrieved documents. The ranking is performed on the basis of TF-IDF score of each document. The semantic TF-IDF score is calculated by multiplying TF-IDF score with applied weights at each level of semantic graph. Based on this semantic score, the ranking of the document takes place in which document with the highest score is placed at the first position and so on.

When the proposed system was tested, a marked improvement in accuracy was observed for most of the queries. The table 2 shows the accuracy of our system comparing it with the traditional keyword-based system, for few sample queries. The table below depicts that the accuracy value of our system is higher than the values obtained in the keyword-based search. Accuracy is computed as a percent of documents matching with the benchmark rankings as stated above, by understanding and reading the test dataset thoroughly, and ranking the documents for a set of queries with the order of most relevant and useful content.

![Figure 3. Accuracy Vs Query Graph for Semantic and Keyword-Based System](image)

Table 2. The Accuracy of Sample Queries

<table>
<thead>
<tr>
<th>Sample Queries</th>
<th>Semantic Search</th>
<th>Keyword-based Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good camera and best music phone</td>
<td>78%</td>
<td>49%</td>
</tr>
<tr>
<td>Phone with high-resolution camera</td>
<td>72%</td>
<td>30%</td>
</tr>
<tr>
<td>Top mobile company with high reputation</td>
<td>81%</td>
<td>54%</td>
</tr>
</tbody>
</table>

Table 3. Average Accuracy of Semantic and Keyword-Based System

<table>
<thead>
<tr>
<th></th>
<th>Semantic Search</th>
<th>Keyword-based Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Accuracy</td>
<td>77%</td>
<td>51%</td>
</tr>
</tbody>
</table>

The higher value denotes the best coverage of our system compared to the traditional keyword-based systems.

Conclusion

In this paper, we have presented a semantic information retrieval model which, extends the traditional information retrieval model, addresses the challenge of conceptualization, and integrates the advantages of both semantic-based and keyword-based information retrieval. By understanding contextual meaning and searcher intent, semantic search improves search accuracy. For the various domains of information search like mobile, vehicle, books, medical, government information systems, etc., the proposed system will be useful. The result of evaluation has shown that the semantic information retrieval model performs much better than traditional keyword-based information retrieval model. The accuracy and retrieval of the relevant document are improved in the semantic model. Future research will aim to present the higher level of semantic search, like one can run this system for World Wide Web to access relevant documents by adding various domains into the system, with the last aim to provide higher level of query understanding when answering user’s needs and retrieve accurate documents.
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